16  Plurality

FRED LANDMAN

j 1 Cumulative Readings

In his seminal paper, (Scha (1981)), Remko Scha discusses what he calls the
cumulative reading of sentences like (1):

(1) Three boys invited four girls.

fication to deal with cumulative readings. In Scha’s analysis, sentence (1) in-
volves a binary determiner [three-four]yg, which combines with a binary noun

[boys-girls]y to form a binary noun phrase. Thus, at the semantically relevant
~ level of representation (1), has the structure (1a):
: 1 4

1) a [[[three—four],, [boys-girls]y]]xp [invite]yp]

taneously, and we can d
leterminer:

[ﬂu'ee—four]DET denotes the relation that holds between a binary noun boys—girls

and a transitive verb invife iff the number of boys that invite a girl is three and
€ number of girls invited by a boy is four.

o that by encoding this in the meaning of the binary
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i have independent justification for. '
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e i h ith ulative readings,
i ificati mar to deal with cum
of binary quantification to the gram | : vElTeat L
i lative readings as an indep
because we do not need to recognize cumu ac ndepencens
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i that we do not need to ge
by Craige Roberts (1987). She argues :  Benerate cum
i i them to collective readings. g
tive readings, because we can reduce ; !
ﬁar will gengrate a reading where both three boys and four girls get a collective

reading, as in (1b):

(1) b. A group of three boys invited a group of four girls.

Following Dowty (1986), we can assume that such a hcollecticxlfe'freadlkrl’logwof t(];e)
i implicatures concerning whether, and if so s
may in context have imp it o, S

inviting is distri bers of these two groups.
inviting is distributed over the mem ‘ s This ey e
i tes for (1) is underspecified as
the reading that the grammar genera ) is U e
inviting i lative reading is not a separate g
inviting is actually done. The cumu ( ey
i ituation i i double collective reading
instance of a situation in which the : .
OHp;ence Roberts argues, the grammar does not have to deal with cumulative
7
adings. o ' .
re Thisgapproach is tempting, but it requires in turn i refjevalua‘ilo?tggs“rr)}:;telrs
' istributi ding. In the first part o )
to count as a collective or a distributive rea e fi . s paper
ill di i istributivity and collectivity and prop
I will discuss the notions of distribu : . . g
i i dealing with a collective reading
terion for telling whether or not we are dealing with i o
i is criterion, both distributivity and cumulativity
not. I will argue that on this criterion, : e
istingui ivity. Moreover, I will argue that distri
to be distinguished from collectivity. : -
ivi i semantic phenomenon: s
and cumulativity are in essence Fhe same semanti D eraenes of)
i d part of this paper, I will develop ( g '
e pasen theory i d use this as a framework for comparing
an event-based theory of plurality, and use : . ‘
different proposals concerning distributive, collective, cumulative (and other)

readings of sentences like (1).

2 Distributivity and Collectivity in Landman
(1989a)

. Y.
Godehard Link (1983) introduced an operation of semantic f)lurahzitlr(;rzc . l];lgi
i indivi Is consists of singular, or atomic,
assumes that the domain of individua ists 0 o A
i indivi lural individuals are regarded a

viduals, plus plural individuals, where p! : . i

indivi f sum-formation LI; equiva )

f singular individuals under an operatlop 0 . 1; equ g

?he dcg):rllain is ordered by a part-of relation L, and smgulzflr 1/nd1v1du1:tlisC : :
those individuals that have only themselves as parts. In Link’s semantics,
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singular predicate like BOY denotes a set of singular individuals only, a set of
atoms. Pluralization is closure under sum: *BOY adds to the extension of BOY
all the plural sums that can be formed from elements of BOY:

"BOY = {d € D: for some non-empty X C BOY: d= 11X}

It can be shown that when we restrict the domains of interpretation properly
(essentially to structures isomorphic to Boolean algebras with the bottom el-
ement removed, structures which I will call atomic part-of structures), Link’s
operation of pluralization predicts some very general Pproperties of plural nouns.
In particular, the pattern in (2) becomes valid:

2) John is a boy and Bill is a boy iff John and Bill are boys.
(2) a. BOY(j) A BOY(b) <> *BOY(j Li b)

The inference pattern that we find for plural nouns in (2) is exactly the same
as what we find for verbs, when they are interpreted distributively, as in (3):

(3) John carried the piano upstairs and Bill carried the piano upstairs iff
John and Bill carried the piano upstairs (on the distributive interpre-
tation of carry the piano upstairs).

In view of this, I argued in Landman (1989a) for reducing distributivity to
semantic plurality. T assumed that the grammar contains a single operation
that forms semantically plural predicates out of semantically singular predi-
cates. In the nominal domain, the operation of pluralization leads to plural
nouns. In the verbal domain, pluralization creates distributive interpretations.
The aim of this proposal was to give a unified account to examples like (2) and
(3). A special problem is raised by cases of distribution to collections like (4):

(4) The boys meet and the girls meet iff the boys and the girls meet (on
the distributive interpretation of meet. This interpretation is trig-
gered for instance when we add but not in the same room).

We would like to give a unified exﬁlanation for the patterns in (2), (3) and (4),
but this leads, in the case of (4) to a problem or grid: if the boys and the girls
in (4) denotes the sum of the boys and the girls, then pluralization will distrib-
ute the predicate MEET to the individual boys and girls. The problem is that
on the relevant interpretation, we do want the predicate to distribute, but only
to the sum of the boys and to the sum of the girls, and not all the way down
to the individuals. The solution that I proposed (in part following Link (1984))
was to assume that the noun phrase the boys can shift its interpretation from
a plural interpretation, 6(*BOY), the sum of the individual boys, to a group
interpretation, T(o(*BOY)), the boys as a group. Here the group-forming
operation T is an operation that maps a sum onto an atomic (group) individual
in its own right.
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; ; ions. I
I assumed then that collective interpretations are group interpretations. In

what I assumed was that the collective reading of' segtenceI(S?t cl(r)ln(lgz)s
about through an implicit group-operator, an operator which is explici :

5) the boys carried the piano upstairs. .
E6; the bo;,s, as a group, carried the piano upstairs.

In this view, collective predication is sirl.ggla;‘p‘r;di(lzati({)gr;:o i ;er&??gffélg ;;;1)—

dicate is predicated of an atomic in .1v1 ual, a ups P(E )
%‘ﬁatrhgrstﬁzi han(Ii), distributive predication is Plur.al. predliatlor:B :2) \S((;r)n?:r::;_
cally plural predicate is predicated of a pluraltlr;idwu:;laglrzo 1i’lrgci)'r(lterpret;lﬁons

th acity to shift from sum interpretations erpr

l'(hf:)rc;?lr:és tisagequti};ed grid to give a unified account of' plurahzatlor: tﬂz‘aet
ot lies to (4) as well. If we assume that the boys and the girls ce;n henoa(item
:Err; of the boys as a group and the girls as a group, we get exactly the p

of distribution to collections:

MEET (1(6(*BOY))) A MEET (T(c(*GIRL))) <>

W “MEET (T(6(*BOY)) U T(c(*GIRL)))

In sum, then, in Landman (1989) I assumed the following:

— all basic predicates, nominal or verbal, are semantically interpreted as

sets of atoms; e
— there are (at least) two modes of predication:
1. singular predication applies a basic predicate to an atomic

. o dividual:
singular or group) 1nd1.V1 ; ‘

2. E)lural predication applies a plur‘al. predicat
a plural sum of such atomic individuals.

e distributively to

— noun phrases like John and Bill and the boys can shift their interpreta-
tion from sums to groups (the boys as a group).

3 Thematic and Non-thematic Roles

singular predicates and

dicates. These are not the

Above I have made the distinction between basic,
mar will

hat are pluralizations of basi§ pre:
dicates that need to be distinguished. The. gram ar
contain, besides pluralization, operations that tlgn pllurall' p;gj;;at;fs 1;251(: o
I i d not be pluraliz )y
Jural predicates, and the latter nee ns -
I;fl);rppredi]Ec)ates. However, all this stays rather abstract theorizing, as long

we do not determine what counts as a basic predicate.

plural predicates t
only kinds of pre
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I think of basic predicates as by and large corresponding to those lexical
items that assign thematic roles (though not all of them, some lexical items like
for instance look alike — if that is a lexical item — I would assign internal logical
structure, making it in effect a plural predicate). Basic predicates are predi-
cates that have thematic commitment. If a basic, singular predicate applies to
a certain argument, that argument fills a thematic role of that singular predi-
cate. This means that whatever semantic properties are associated with that
thematic role, the object that fills that role in that predication has those prop-
erties. Thus, for example, I assume that sing is a basic predicate assigning the
agent role to its subject. By that, I assume that whatever semantic inferences
and implicatures follow from filling the agent role of sing, if John sings is true
then those inferences and implicatures hold with respect to John. This is rather
straightforward. But it has an interesting consequence. I have assumed in the
previous section that collective predication is an instance of singular predica-
tion. If singular predication is thematic predication, it follows that collective
predication is thematic predication. Moreover, if collective predication is
nothing but singular, thematic predication, it follows that there is no place in
the grammar for a separate theory of collective predication, i.e. there is no
separate theory of collective inferences. This means that all inferences and
implicatures associated with collective readings have to be derived from two
sources: the general theory of thematic roles and inferences associated with
those, and the nature of the argument filling the role, i.e. the fact that a group,
rather than an individual fills a role. (This idea is, I think, in the spirit of some
of the discussion of Scha (1981). The alternative, i.e. trying to delineate a theory
of collective inferences, finds, I think, its origin in Dowty (1986), and is most
worked out in Lasersohn (1988).)

Let me give some examples.

Example 1. Collective body formation:
(7) a. The boys touch the ceiling.

This example is a variant of an example discussed in Scha 1981. For (7a) to be
true on a collective reading, there is no need for more than one boy to do the
actual touching: (7a) is true if the boys form a pyramid and the topboy touches
the ceiling. A theory of collective inferences would explain this by assuming
that the predicate touch as applied to a collection distributes semantically to at
least one of the members of the collection, while the involvement of the'pthers
is a matter of cancelable implicatures. The alternative explanation that I would
propose (following basically Scha 1981) is the following: Compare (7a) with
(7b):

(7) b. I touch the ceiling.

What does it mean for me to touch the ceiling? It means that part of my body
s in surface contact with part of the ceiling. This follows from the meaning
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surface contact with part of the theme. Exactly

i d
i difference between (7a) an
ing is involved in (7a). The only 7) end
ﬂ;; S'antl}fa?i(re\a?;:)git is a collection that fills the'agent.role aEd ii ;i)éi(;i ;??that
( 'ff) - nt parts than an individual does. In partl‘Clﬂé.lI‘ it cain i e
< erae]rt oP; collections (in a sense of part-of which is analogo
are p

anythin
between me and my body parts). Thus, we do npt need to assume anything
s;ecial about collective predication to explain this case.

of touch: part of the agent is in

Example 2: Collective action:
(8) a. The boys carried the piano upstairs.

I llective action, the predicate does not necessarily dls(tirlbuFf }tlzveeacttg kc))(f
he bor eCh tual ,redicate needn’t distribute at all), nor .oes }1 e o be
:ﬁe }c):syest(}tate ai;: the IIJ)oys in (8a) have to be dirﬁctly invcﬁve'csi I‘Eatl k(;:nagc ilr(: f,r o.n t
y ing (like the one who 1 '
nqt s }Ilave rtgrcrlr?alaitc:lritaizrg:)lif(ill implicate some other .thmgs ab:g‘;
i ﬂag'i; rtlhat some of them are (at least partly) under the piano sor;\ 1
glle ]:'(r)r}llz, 1alnfi thzlt some of them move up the stairs. However, let us ag
e time,

compare this with the singular case (8b):

(8) b. I carried the piano upstairs.

i big toe doesn’t). While it
i t all my parts do the carrying (my bi iy
Alsg IE) (l:?::) 2c,hreKZ:ase tha}’: vl\)rhen I carry the piano upstairs altl rrtl}}:epgirftfseilgces iﬁ
:flr; sstairs such differences can easily be attrlbﬁteil. agalr;1 dotheir et nalec
i d my parts and collections and th
the relation between me an

tions can be spatially discontinuous.

: ive responsibility: . '
Examgl?\r? '(1(:9%181;;2;% tgat often in collective readings, we do not require
aser.
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lective predication. Cf. (9a):

(9) a. The gangsters killed their rivals.

any actual killing, that will not

While not every gangster may have performed e i o the llinge

i : the individual gangsters are co
them in court: the individual gang |
};&eglsin fhis is not different from the singular case, cf. (9b)

(9) b. Al Capone killed his rivals.

t we can assent to the

ty of agents (of verbs like kill) tha .

It is a general proper even though the agent does not literally perform

truth of the sentence,

o

\f
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action: (9b) is true even if Capone didn’t pull the trigger himself, because he
bears the responsibility for the action (the difference being that responsibility
tends not to carry over to non-sentient parts of an agent, though Capone’s bad
liver may have had something to do with it).

The conclusion is: all these cases involve thematic predication where a col-
lection fills a thematic role. Differences with singular predicates are reduced
to the differences between individuals and collections.

It now becomes interesting to compare these cases with what I have called
plural predication. Look at (10) on the distributive reading:

(10) The boys sing.

The crucial difference with the previous cases is that on the distributive inter-
pretation of (10), it is not the entity that is the subject in the predication, the
denotation of the boys, that is claimed to have the semantic properties that
agents have, but the individual boys. On this reading, no thematic implication
concerning the sum of the boys follows. This means that the distributive predi-
cation is not an instance of thematic predication of the predicate sing to its
subject.

This has an important theoretical consequence about the way we set up the
grammar. Some analyses of plurality assume that also in a distributive predi-
cation in (10), the boys fills the agent role of a basic predicate sing. This is, for
instance, what Scha (1981) does for examples like (10). Scha, and others follow-
ing him, would derive the distributive reading through an optional meaning
postulate on sing (on one of its meanings X sings is equivalent to every part of
X sings). However, since there are no thematic inferences concerning what fills
the agent role in the distributive reading, on such a theory, it follows that
there cannot be any semantic content to the notion of agent at all. That
is, this approach is incompatible with any theory that assigns any semantic,
thematic property to a thematic role, because in the distributive cases the
entity that fills the role doesn’t have the relevant property. (Note that I have
formulated the problem in terms of thematic roles, but the problem is just the
same in an ordered argument theory: we would want the lexical predicate to
constrain its arguments in cerfhin ways, but in the distributive case, those
arguments aren’t constrained in those ways.) This would mean that thematic
roles cannot have any content. Not even a weak theory of thematic roles, like
the one in Dowty 1989 would be possible: thematic roles become meaningless
labels. Now, some might be willing to accept the impossibility of a thedry of
thematic roles without batting an eyelid. My feeling is that whatever the pos-

sibility of a contentful theory of thematic roles, it is not the business of the
theory of plurality to make it impossible. .

This means, then, that in plural, distributive, predication in (10), the subject
the boys does not fill a thematic role R of the predicate sing. I will assume that
it does fill a role, and that the role that it fills is a non-thematic, plural role
defined on R.
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Take (11): Suppose that two members of the Marine Corps in a totally un-
authorized action land on Grenada. Would we say that this is sufficient to
make (11) true? I don’t think so. Now, maybe if we increase the number of
Marines landing we reach at a certain moment a point where we're inclined
to count (11) as true. But crucially, this is not because of the numbers, but
because at a certain moment, this becomes an action that reflects on the whole
Marine Corps, a collective responsibility. And it is this collective responsibil-
ity, rather than the number of individual Marines involved, that makes (11)
true.

Similarly, in (12), it is because we easily conceive of the leaves on a tree as
a coherent body (the foliage) (and there is surface contact) that we regard (12)

as true. (14) is a funny sentence:

(14) The green leaves in Holland touch the yellow leaves in Holland.

If (12) were inductive, then the touching of two individual leaves would be
sufficient to make (12) true. But then there is no reason why (14) shouldn’t be
a perfectly fine and true sentence. But (14), out of the blue, is weird, and the
reason is collectivity: out of the blue it is difficult to turn the green and the
yellow leaves in Holland into coherent bodies (coherent enough to make “touch-
ing” a sensible relation between them). (13) may seem more inductive: if five
individual journalists happen to ask a question, isn’t that sufficient to call (13)
true? While it is harder to detect, I think that also (13) is in fact not inductive
and involves collective responsibility. A press-conference is a kind of allegor-
ical play with fixed roles filled by certain individuals or groups (The President,
The Press); it is the business of journalists at a press-conference to ask ques-
tions and it is part of the play that this is done in a certain way (distributing
question asking over journalists). Yet, (13) makes an evaluative statement about
the functioning of the whole Press-corps: they got in five questions, which
means, depending on the press-conference, that THEY (the press) did or didn’t
do their job well. Another reason to assume that (13) involves a collective

reading is the following. Look at (15):
(15) The press asked the president five questions.

(15), I think, does not differ at all from (13) in how inductive or non-inductive
it is. But (15) involves a singular collective expression. While Schwarzschild
(1991) argues convincingly (against Landman (1989)) in favor of distinguish-
ing such singular collective expressions from plurals in collective readings,
there doesn’t seem to be a difference here, and since also for Schwarzschild,
singular collective expressions are as prototypically collective as you get, this
provides another reason to assume that partial distributivity is a collectivity
effect.

In all these cases, then, there are collectivity implications. By applying the
collectivity criterion, this means that in all the cases (11)~(13) we are in fact
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dealing with collective readin
ealing with gs. Now compare the ' i
distributive interpretation of (16): : R S R

(16) The boys carried the piano upstairs.

;l;?tletl; (I)rfletthe foll}c:f;ving (I:lon;ce;(lt: in a game show the girls each have to swim
ers, while each of the boys carries a toy-piano i i
. : tairs (which th
each time, is brought down agai boy o we
, gain for the next boy. To make it diffi
assume that the stairs are greased). In th . Sive tnterome
. he s : at context, the distributive int -
tation of (16) is fine after the following question: What were the b ZrRre
while the girls were swimming? e come
tiv?lffltr)r;polrtant fh;ni here is that, on this interpretation, (16) is purely induc-
: y 1 carried the piano upstairs bo i i i
, . ..., boy n carried the piano upstairs
:}I:s? (‘/1768) cgn truthtfglly slay (16) on the distributive interpretaticit Thispmeans/ |
oes not involve any thematic implications co in,
wol : ncerning the plural
{atr%;rlgi?st ?}fl ;Ituz 1p6r)efhcatlon, thle1 boys, itself. Applying the collectiv%ty critzrion
1s not a collective reading, and does not i ic
‘ ' 3 involve a basic,
:hematlc pxjed.lcate. I? fo'llom{s then from the collectivity criterion, that the at-
1en.'npt1 to elilmln.ate‘ dlS'trl.butIVity from the grammar by trying to reduce it to
t}e;xma Partlal fils’c.rlbuthI’fy fails: partial distributivity is collectivity, and hence
ematic predication, while true distributivity is non-thematic predication

5 Application 2: Partial Cumulativity and
Cumulativity

Now let us look at (17):
(17)  Forty journalists asked the president only seven questions.

(17) looks like a cumulative reading, except that, because of the distributi
. g . strib
;tllz lgzmbiers' (assumfng that questions don’t get asked more than onget;,mi} (l)f
o irfr;:r:rtlltv? reading, it can only be a partial cumulative reading. But (17)
b rom (13), 50 by the. same argument as before, we should con-
e that (17) is a collective reading, and that the partial cumulativity effect

is really a th i ivity implicati i
o y a thematic, collectivity implication. More evidence for this is exan}ple

(18) Fifteen women gave birth to only seven children.

soolrlltle(;fﬁtile lliu?, h(18) is weird. The natural reaction to (18), out of the blue, is
g t{};l i Sl e ozv' did they manage to do that? There is a natural explana-
ey : give birth t('), as a 1.‘elat10n between women and children, is a

on that strongly resists its first argument being interpreted collectively:
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ive birth to is @ hyper—individual celation between a womarn and a child: we

do not think of women as giving birth to children in groups. Thus, (18) does
llective reading, and that's why it is weird.

not, out of the blue, have a €0

Compare (18) with (19):

(19) Seven hundred chickens laid fifty eggs-

Unlike (18), (19) is not weird out of the blue. In the context of what is called
preted as a comment on the

in Dutch the Bio Industry, (19) can easily be inter
malfunctioning of a particular chicken battery. The reason is that the role of
chickens in a battery s similar to that of journalists at press conference: who

cares that a chicken also has a hyper—individual relation to her egg: for us,
chickens are means of producing €ggs: it is the business of chickens in a

battery to produce a certain quota of eggs: For that matter, it is easy for us to
ascribe collective responsibility to the chickens in a certain battery for the
malfunctioning of the batte

ry. For this reason, a collective reading of (19) is
casily available. This is much more difficult in (18). I'm ot claiming that (18)
doesn’t have a collective reading. For instance in the not so natural context of
hospital statistics, (18) can get a collective reading as well, and it can be seen
as a comment on the malfunctioning of the maternity ward. Nevertheless, out
of the blue, this reading is not available for (18)- Now look at (20):

(20) Seven women gave birth to fifteen children.

There is a sharp difference, out of the blue, between (18) and (20). Unlike (18),
(20) is fine and the reading that is in fact most prominent i the cumulative
reading;: seven women gave birth to children and fifteen children were born

to them.
oposal to reduce

These facts form a serious problem for Roberts’ (1987) pr
dings. If cumulative readings are collec-

cumulative readings to collective rea
20) should be a collective read-

tive readings, then the cumulative reading of (
t (18) doesn’t have a collective reading. (18)

ing, like (18). But we have seen tha
¢ a collective reading out of the

is weird out of the blue. But if (18) doesn’t hav
1d be just as weird as (18). But (20) isn’t

blue, neither should (20): i.e. (20) shou
weird out of the blue. It is fine. Hence We have a strong argument here that
cumulative readings are in fact not collective readings.

In sum: (18) 18 weird because it does ot naturally have a collective reading
and it cannot have a cumulative reading (because of the numbers). (20) is
weird on a collective reading, just like (18), but it is fine on 2 cumulative

reading.
A second argument that cumulativ

collective readings involves the collectivity criteri
ings are as inductive as distributive readings (as argued in Krifka (1989, 1990a),

and in other work by him). If Sarah gave birth to Chaim and to Rakefet, and
Hanah gave birth to Avital, we can truthfully say (21)ona cumulative reading:

o readings should not be reduced to
on directly. Cumulative read-
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(1) Sarah
and Hanah gave birth to Chaim, Rakef
5 efet and Avital.

thematic, and hence non e e
: ative readings are non

ate cu . collective. Thi
hor mulativity from the gramm ;"IS means that Roberts’ att
have strong arguments that th ar by reducing it to collecti temptito elimia-
ings after all. In fact, cumulati e grammar needs to deal ?Ctlvny fails, and we
ative readings are not like Col‘ivet? cumulative read-

1ve readings at all

rather the
y are very c
;0 reduce CumUIati};eI?:Ziiyirfelated to distributive readings. I
ut pluralit gs to somethi gs. Hence, if
y. In the remai ething else, i , if we want
nder of th , it shouldn’t be .
collectivity,

a theory of . is :

. ’ plurahty and sc K paper/ I WIH deV I i

tributive and cumulative resgiig;vhlch will present a uen?fri)ezihz beignﬂu'ngs of
: nalysis of dis-

readings ) both
gs are plural readings, like di are reduced to plurality. Cumulati
ve

readings, the stributi

, they are scopel utive readin -

and scopelessne peless. What we need then i g8, but unlike distributi
ss. To this I now turn en is a theory of pluralit tive

¢ 1 YI SCOpe

6 A Neo-Davi .
Plurality vidsonian Theory of Events and

I will now sket:
. ch the (bare i
that I will assume. The Ianét(l);gil ILeaSs(;i thlf
m

(following Scha

) (1981)), incl

ing Parsons (1990) , includes a neo-davidsoni

. , a d 1dsonia

?11195‘8}3’)515 of cumula)tiVIi]ty at}t}eletolfy of plurality. In PaI;tit?jg;-y o-fﬂf vents (follow-

. It differs from bo eory is very cl with respect to th

both by ry close to Schein (1993 o the
) and Krifka

The 1 . strictl :
anguage is based on the fOlloyw?ggetr;ng to the collectivity criterio
pes: 1.

g

— the type of events e.

e is interpreted
as a stru
a structure of atomic (Si(r-‘lfur? (E,LLLATOM), an atomic
tures are in essence atOmg‘u ar) events and their (Plurp ?rt-Of structure: this is
ic boolean algebras with th :i r) Zultns. (These struc-
ottom element
re-

moved. For discussi
(1991), ' ussion of these structu I 1
) Lﬂnmllg (1989), Krifka (1990a;) ;xe:esee E1l an 89a) Landm
. xample: ’ an

eLlfl_]g

euf EL.Ig fug

DX

= the type of individuals 4

plural events )

ATOMS: singular events




5% il; e
: 3 i S oo e e
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tomic part-of struc- of T'R. 11_1 line with the qulectivi
GtI({)S)nISJ'IE,ITI‘\,IiL)), ::da GOROUI:i’) nd their ?:)it;tcliais;?gular or collective,
th an operation of groupaformation.'r. SUM is thitzer; O’F(ZEI;‘)S: :
| Plll.ra;_s‘ilé?;l:% tzrnsr; sum of individuals (E:“Jb})1 mttoh: Sgur;ugf its parts. The Singularity constraint on thematic roles:
Zf ljf; ;Z an entity in its own right, ;:i gro;[()i;gg;; tb S?inclu des some improve- 1. thematic roles are only defined for atomic events,
1{ definition of T and { follows Landma

2. thematic roles only take atomic individuals (singular individuals or
ents from Schwarzschild (1991): ' groups) as value.,
m

ty criterion, thematic roles will indicate the-

redication. This is captured as a singularit
‘ | d is interpreted as a structure {(D,Ll,IND, : p : :

ture of singular individual and group

i ch that:
| T is a one-one function from SUM m{tjoPATOM su o . :
] 1. Vd e SUM-IND; T(d) e GRO

AT(x) is the set of atomic parts of x.
i 2. Vd e IND: T(d) =d UM such that: We have in the theory up to now singular events and singular individuals
I 1 is a function from ATOM onto S (and groups), which are linked by singular thematic roles. Pluralization of
i I 1. Vd e SUM: L(T(@)) =4 ' event predicates adds
(i vd e IND: L(d) =d
| ‘h 2.

sum events, pluralization of nominal predicates adds
; sum individuals. We now add pluralization on roles, which creates

plural I
roles:
iz Example (partial):

|
|
| Thkulum

Plural roles: f

Let R be a role. |

l /l\lum SUM "R, the plural role based on R is defined by:

! kLI m " e p ural role based on 1S define y:

M hu Je m}&%% . “Re) = L(RE): ¢ € AT())
|

K ] m if for every ¢’ AT(e): R(¢) is defined; otherwise undefined.
l GROUP Teul) — Tkum)

“ — the type of sets of individuals, pow(d)
| v

This tells us that the plural agent, theme, . . . of a sum of events is the sum of
— the type of sets of events, pow(e)

the agents, themes, . . . of the atomic parts of that events. (This is very similar

£ty ow(d) and denote to Krifka’s (1989) cumulativity requirement.) If ¢ is an event of John singing
min n i e
i i tants like BOY, GIRL are of type p
Nominal predicate cons

and fis an event of Mary singing, then the thematic role Ag is defined for e

and denote (Ag(e) = j) and for f (Ag(f.) =1m), bqt not for the sum event e 1] /, because i
SING, KISS are of type pow(e) - thematic roles are only defined for singular events. However, the plural role ‘
] *Ag is defined for e L /: the agents of the atomic parts of e LI f are j and m, i
d is defined on pow(d) and on pow(e): hence the plural agent of e LI fis j LI m: *Ag(e LI f)=jum.

The ideas about thematic an
theory as follows: °

|

sets of atomic individuals. .

i““ Verbal predicate constants like

| ic events.

sets of atomic . .

i Pluralization is a predicate operat}i)ln aCr;

| #p is the closure of P under sum. Hence,
|

d non-thematic predication are captured in this
ir plural sums.

: individual boys and their plura .
*BOY o thﬁ s:;to(f)flraltomic singing events and their plural sums — singular verbal constants are sets of atomic events.
*SING is the he type of functions from — plural verbal constants are sets of plural events.
. . is the type o : L Sliio] dication i
i al function types: (a,b) is i : tvpe of ngular predication is
i - furthgr we hav;; t}éef 1;Slécial importance is the type {e,d): (e,c?) 8 thgra}tjgs atl e vidual or group) fills a thematic role (in TR) of an atomic event. Since
type o 1t 3’}’9 .them};tic roles. I assume that the theory incorp
thematic and non-

predication where an atomic individui] (indi-
T i £ lexical constraints are constraints on thematic roles in TR, such predi-
- Titv: the
i j d a theory of partiality:
il undefined object an:

h agent, theme, etc. , = Plural predication is predication where a
more than one ’ e | . S
(cf. Carlson 1984, Parsons 1990): no event has mo . which denote thematic it role of a plural event. This predication is

d) contains a subset TR, that fill_s thg plura{ll1 r.ole his not‘ itsellf re
traints on the members constraints imposed in thematic roles,

plural individual fills a plural
non-thematic, the plural object

The language contains Role constants: Ag, Th, .. quired to satisfy the thematic

. : .
les. I assume that the domain correspor}dmg (teocg 1,15
:}(:e sc.et of thematic roles. Thematic constraints ar

into individuals. This incorporates the Unique Role Require
}} from events into 1 A
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7 The Grammar

7.1 Verbs

. i inter-
In a classical Montague style analySiS(d(WlthéYtg’)e (Zh:frt;zg);l)Yeffﬁcggis that
. erties of type (d, ... 4 = - ' :
prlfteda: i Irlngrlliginl‘zgof truth value. In the present theory (in .esserflce fc;lizwm‘g
?arirc;ns %111990)), verbs are interpret}tled zis E—ple;eglslcrﬁgztg(;:;glgss ::t (t)}fl}:aver{ts. Y
n-times d): functions that take n-
(gip(l):zg)?cgpe domain is a set of events tlgd together b{):l rfoles.e ol The
( \% associate with each verb a verbal predicate constan 01 Wfl’.t p TomavEL
basi ein‘cer retation of the verb is unmarked f'or semantic fp }Illra igr‘al P *P,
'asclcce for aﬁy predicate P the singular form P is a subset 0 L e Ethe fonowiné
:}llrlls means that the plural form is the unmarked form. We hav

interpretations:

alk — Ax.fe € *WALK: *Ag(e) =x} . )
Izci'ss — AyAx.fe € *KISS: *Agle) =x A Th(e) =y}

:Ilt: t}ls EEt Cf (SL[II S :‘E) L E g S ] I g 1 Cl

j s plural theme. ‘ =
thé\l/:]: }Zfr:tniwpillustrate the predictions of the theory concerning thema

non-thematic predication. Look at examples (22) and (23):

(22) John sings. .

(23) John and Mary sing.
As will become clear presently, the grammar derives the following interpre-
tation for (22):

. Je € *SING: *Ag(e) =] '
r(lefe):reis a sum of singing events with plural agent John.

For (23), two interpretations will be derived:

. Je e *SING: *Ag(e) = T(j U m) -
'(I"ZI?(zreis ae sC:1m of singing events with the group of John and Mary

plural agent.

*SING: *Age) =j L m .
'%?greti)é 3 esuem of singing events with the sum of John and Mary as p
agent.

(Note that for most purposes in this paper —
of grid — I could have taken an alternative road, and worked the shift between
plural and collective predication into the
sum interpretation for the NPs,
- ally introduce the T operation,
- fledged theory we need both o
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Let’s concentrate first on (22a) and (23a). Clearly, these interpretations sound

are atoms, they have only
agent of a sum of singing
This means that (22a) and

much too plural. However, since jand T(j Lt m)
themselves as parts. Hence, an atom is the plural
events iff it is the agent of all the atomic part events.
(23a) are equivalent to (22b) and (23c) respectively:

(22) b. Je € SING: Ag(e) =
(23) c. Je e SING: Ag(e) = T(j LI m)

In (22b) and (23c) the predication is thematic: hence (23a) and (23c) are the
collective interpretation of (23).

Now look at (23b). The atomic parts of the sum j U m are j and m. *Ag(e)
= LI {Ag(¢'): ¢’ € AT(e)}. This means that some of the atomic parts of e will have

to have j as agent, and the rest m. This means that (23b) is equivalent to (23d): 7

(23d) e € SING: Ag(e) =j A Je € SING: Agle) =m

This means that (23b) indeed is the distributive interpretation of (23), and, as

can be seen from the equivalence with (23d), the predication in (23b) is non-
thematic.

7.2  Noun Phrases

The theory will treat non-quantificational noun phrases differently from
quantificational noun phrases. Non-quantificational NPs are proper names,
definites and indefinites. For these, I will assume, following Landman (1989a),
that they can shift their interpretation from plural to group interpretations.
This gives two interpretations for John and Mary and three boys:

John and Mary — j L1 m, T(j L m)
three boys — AP.Jx € *BOY: |x| =3 A P(x) (sum)
The set of properties that a sum of three boys has.

— AP.3x € *BOY: |x] =3 A P (1)) (group)
The set of properties that a group of three boys has.

with the exception of problems

predicates, i.e. choose, say, only the
and let a shift operation on the verbs option-
or the other way round. I think that in a full-
ptions; just as I think that for examples like The

~ boys, as a group, left, the grammar will need to deal both with collective NPs

 like the boys, as a group and collective predicates left, as a group. I do not have
- Space here to pursue this further.)

Since I do not have space to go into the




B
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subtleties of quantificational NPs, I will just assume that they get their stand-
ard interpretation:

every girl — AP.Vx e GIRL: P(x)
no girl  — AP.~3dx € GIRL: P(x)

7.3 In-situ Application

In-situ application is the mechanism with which arguments are associated
with verbs. This is constrained by the following scope domain principle:

Scope domain principle:
Non-quantificational NPs can be entered into scope domains. Quanti-

ficational NPs cannot be entered into scope domains.

The second part is a standard assumption in neo-Davidsonian theories. It has
the consequence that quantificational NPs take scope over the event argu-
ment. The first part is particular to the present theory: the possibility of enter-
ing non-quantificational NPs into the scope domain will create scopeless
readings.

I assume that verbs are functions on all their arguments. In-situ application
is in essence functional application, except that I assume a type shifting theory
(e.g. Partee and Rooth (1983)). Functional application gets generalized to an

operation APPLY which does the following: APPLY does functional applica-
tion if the types fit; if they don’t fit, it lifts the function or the argument to

make them fit and then does functional application.
More precisely:

The type shifting operation LIFT has three instances:
NPs: LIFT[¢] = AP.P(®0) (e of type d)
VPs: LIFT[B] = AT.{e € E: T(Ax.e € B(x))}
(T of type {(d,t)t), x of type d, B of type (d,pow(e)))
TVs: LIFT[f] = ATAx.{e € E: T(Ay.e € [By)](x))}
(T of type (d,t),t), x, y of type d, B of type (d{d,pow(e))))

APPLY is defined as:
APPLY: 1. If o is of type (a,b) and f of type a then:
APPLY [0, ] = o(3)
2. If LIFT[¢] is of type {(a,b) and B of type a then:
APPLY [o,f8] = LIFT[c](B)
3. If ais of type (a,by and LIFT [f] of type a then:
APPLY [0,f] = o(LIFT[])

Given this, in-situ application is defined as follows:
IN-SITU APPLICATION:
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L\I/) + NP = VP, VP’ = APPLY[TV’,NP’]
+VP =5 g =APPLY[VP'NP’]

Th - L
e effect of in-situ application is that the noun phrase meaning is fed into th
nto the

scope domain. We will thi .
theory. see this shortly, when I discuss the predictions of the

7.4  Existential closure

After in-situ applicati
pplication, but before quantifying i i
. . n m '
place. This again follows Parsons’ neo-Davigsorglian/ ti)gcflt*;r'mal closure takes

7.5  Scope and quantifying in

The theory has a sco i
pe mechanism. Any of th - i
can be used here. I will choose storagg (Coo;g:e(li;;g()))‘,\m P

7.5.1  Storage

In a st ‘ i
a storage theory, the scope domain principle gets the following form:

quantificational NPs are obli atoril ifi
- fouowing o 1ge o(;rl y stored, non-quantificational NPs can be

STORE,;

Let o be an NP meanin
g and S the quantifier store:
STORE, ((¢,5)) = (X,,S U {(n,0}) o

rr] . E . 1 1 . . l. . .11 . l 1 . 1

5.2 Quuntzfying in

I-‘:1 th . . .
b beenffi;t nsccizcitrllotr}l1 é Y:M c;)umpalr:e different theories of plurality and scope that
iterature. For i i :
o e It i riie:lsons of comparison, I will present here

Non-scopal quantifying in:
QL((p5>) = (APPLY [ dx, 0], S — {(n, 0}y

I8 is just Montague’s rule. It form
e ju le. s the property Ax, ¢ whi i
fon-scopal property: “the property that yo:iy havéo lva ylgllll ﬁasv‘e,evip":wu )
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Scopal quantifying in:
Sg}f((&g)) = (APPLY[o,Ax.V x, € AT(x)¢] 5 - {(m, D))

i 1f. It forms the property
is is the rule that I will assume mysew
}iﬂsv; Se A?F (x): @, which is a scopal property: the property that you have
if all your atomic parts have ¢”.

istributi tifying in:
gg;:zz;,l;l)‘)iC%Xal’ri’g\}(l[%lx-vﬁcn e AT ()gl, S~ (no)h

i ther than

as SQI except that it works on groups ra
Ax. Vx, € AT ) : ¢ : “the property that yo,1,1
the sum corresponding to the group have ¢”.

This rule is almost the same
sums. It forms the property
have if all the atomic parts of

8 Three Theories of Scope and Plurality

We will now be concerned with examples like (24)

24) Three boys invited four girls. .
225; Exactly three boys invited exactly three gitls.

readings should the grammar generate for sen-

The question 1s: i ERA be? The abundant literature on sen-

like (24), and what should they be:
::112:2 lilkcj3 ((24))is far from unanimous on this. In fact, proposals range between

one reading and infinitely many readings, and b?isic(aillzf evgryt;ig\}% :; Ei’;w(e;r;
i i ermine

difficult question, which seems to be under e ‘
norfl}jﬁatilvel) spegkers’ judgements is how to distinguish betweeq 2}11 Feetldilggnc;f
(24) and a situation in which (24) is true. Given the probl_ems wit }I;\tushakyl
the empirical basis for any grammar prOP95a11 fo; 5}%;1())rzstizzlrrlivr:5iderations.

theless, I do think that there are empirical an ‘ : '
lt\}i‘tl(;ﬁlosveus to compare and evaluate different proposals. In this section I will
compare three such proposals.

E\iﬂn with the data as muddled as they are,
does constrain possible grammars for examples 1
fact clearer in (25), which avoids the problems of at
constraint is the following:

there is one piece of data 'th.at
like (24). The constraint is I
cast/ exactly readings. The

istributive scope generalization: _ a
VDVI}ien we look at all situations where (25) is true, the number of gi

i ' irls
invited can vary between 4 and 12: (25) is not true.lf less thar}ticziur gir
are invited, and (25) is not true if more than 12 girls are invited.

rovides an argument that the grammar

This seems o be & solid fact nc ps. One could be the double collective

has to generate at least two reading
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reading (which says that a group of three boys invites a group of four girls).
But this reading will not cover situations where all in all twelve girls get
invited. The standard explanation, which is very sensible, is that the other
reading is derived through a scope mechanism in the grammar. A scope
mechanism can interpret the NP four girls in the scope of three boys and derive
an interpretation where it is four girls per boy (giving maximally twelve girls).

Thus a scope mechanism will add at least one more reading for examples
like (24) and (25), a scoped reading.

In its most general form, a scope mechanism has the following four prop-
erties: it is optional (in particular, non-quantificational NPs are not obligatorily
scoped out); it is iterable (the mechanism can apply to a structure to which it
has already applied before); it defines and uses a (transitive) notion of scope,
and scope sets up a relation between a scopal element (say an NP) and its
scope (this means that scope is only indirectly a relation between NPs, and
hence that the mechanism applies to cases that involve only one NP); finally,
the mechanism creates a scope dependency, a situation where an expression
is interpreted as dependent on a (quantificational) operator.

For quantificational NPs, Montague’s quantifying-in rule NQI is a scope
mechanism in the above sense. For non-quantificational NPs (in particular
plural NPs), Montague’s NQI is not a scope mechanism, because it is in fact
not capable of creating a scope dependency. The other two quantifying-in
rules, SQI and DQI, are scope mechanisms.

Now, the situation is that — while we have empirical evidence from the
distributive scope generalization that we need a scope mechanism to create a
scoped reading — because of the properties listed above, a general scope mecha-
nism (without separate restrictions) will in fact add not just one reading, but
four. This can be seen by discussing the first theory.

THEORY I: Lakoff 1970

On this theory, collective readings are in-situ readings. Distributivity is not
reduced to plurality, but to scope: distributivity is created by the scope mech-
anism. In Lakoff’s theory, the scope mechanism is quantifier lowering. Equi-
valently, this theory assumes that quantifier raising, QR, creates scope
dependencies. This theory can be modeled in the framework given before
as follows. We assume that NPs have only collective interpretations (i.e.
we allow no shifting to sum interpretations). Furthermore, we take as our
quantifying-in rule the rule DOQI This theory produces five readings.

1. Cs—Co: leave subject and object in situ.
This is the double collective reading.

Derivation:

Invite — AyAx. {e € *INVITE: *Ag(e) =x A *Th(e) =y}
Three boys — AP.3x € *BOY: |x| =3 A P(T(x))

Four girls — AP.Jy € *GIRL: [yl =4 » P(T(y))
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Enter four girls into the scope domain with in-situ application; enter three
boys into the result with in-situ application; apply existential closure. The
result (after reduction) is:

Je e *INVITE: Jx € *BOY: |x| =3 A *Ag(e) = T(¥) A
Jy € *GIRL: |yl =4 A *Th(e) = T(y)

Both plural agent and plural theme are atoms, so we derive the thematic
statement:

T e INVITE: Tx e *BOY: x| =3 A Agle) = T(x) A
Jy € *GIRL: |yl =4 A Th(e) = T(y)

There is an event of a group of three boys inviting a group of four girls.
A model where this reading is true is:
Taubuc)y—TAu2uU314)
The operation of OR, interpreted as DQI, creates a distributive dependency:
the scope of the QR-ed NP is interpreted relative to the atomic parts of the

QR-ed NP. We can apply OR in four ways: we can either OR the subject, or
OR the object, or OR both in two orders. This gives four scoped readings:

2. Ds(Co). OR the subject: A GROUP OF FOUR GIRLS PER BOY

Jx € *BOY: |x| =3 A Va € AT(x):
Je € INVITE: Ag(e) =a A Iy € *GIRL: [yl =4 A Th(e) = T(y)

There are three boys such that each boy invites a group of four girls.

a—T(1u2u3u4)
b—>TGU6UL7US8)
c—TOULI10U 11 L 12)

3. Do(Cs): QR the object: A GROUP OF THREE BOYS PER GIRL

Jy € *GIRL: |yl =4 A V b e AT(y):
Je e INVITE: 3x € *BOY: [x| =3 A Ag(e) = T(x) A Th(e) = b

There are four girls such that each girl is invited by a group of three
boys.

Taubuc) —>1
Tdueuf) —2
Tguhui)—3
TGukuly—4
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4. Ds(Co ()): OR the obj
: ject, then the subiect:
ject: FOUR G
dx € “BOY: x| =3 A Va e A 1RLS PER BOY

T(x): 3 * .
Je € INVITE: Ag(e) =4 A(%h(j; N bGIRL' Wl =4AVbe AT(y):

There are three boys such that for each be

that boy invites each of those four girls y there are four girls such that

1 5
] <772 , %6 %190
\ Z E 7 c% 11
12
5. Do(Ds ()) OR the subject, then the obj
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Lakoff’s theory, arguing
t another problem show-
before letters indicate

Roberts (1987) discusses varioug problems with
that the theory undergenerates. I will here discuss ye
ing the same. Look at the situations 6. and 7., where as

boys, numbers girls, and the arrows inviting.

6. a
2P u2u3ud

c

1
/2
T(aubu@éz

ituati that
When we evaluate sentence (24) in either of these situations, we observe

i readings
these are situations where it is very easy to agree that (24) is true. The g

corresponding to these situations are the following:

6. Ds—Co: |
Jx e *BOY: x| =3 A dy € *GIRL: | yl =4 A Va € AT(x):

e ¢ INVITE: Ag(e) =a A The) = T®)

There are three boys and the :
those boys invites that group of girls.

7. Cs—Do |
Ix e *BOY: x| =3 A dy € *GIRL: |yl =4 A Vb € AT(y):

Je ¢ INVITE: Ag(e) = T(x) A Th(e) =b

roup of three boys and there are four girls such th

There is a g o

group of boys invites each of th

s not generate these readings.

s di
Lakoff’s theory doe to this. One could argu

There is a ready response to ' _
is the borderline case of read'mg 2. and 'reac'hng 7.1
reading 3. Thus, reading 2.1is 1:}1 fact taue in sﬁ::ate o
in situati ‘ ory does ge
in situation 7. Thus Lakoff's theory 7' Heice, raits

rate readings ”
lem with this argument. As we

ifficult to get. If our judge
B g (24) on reading 3., we pr

the theory doesn’t gene

There is a serious probd
is an inverse reading, and very ditil '
1(24:) is true in situation 7. involves mter'pretmg4 )
that it should be at least as difficult to judge (24) to

re is a group of four girls such that each of

at that

e the following: reading 6.
s the borderline case of
tion 6., and reading 3. is true
o readings of sentex;‘ci
: r tha
in situations 6. and d say: even bettethese.
B ooart 6 and 7, it doesn’t have to generate
; ave seen, reading 3.
ment that sentence
edict

be true in situation 7., 88

Plurality 449

it is in situation 3. But this is not the case. It is very easy to judge (24) to be
true in situation 7., hence the truth of (24) in situation 7. cannot be reduced to
reading 3. In fact, it can’t be reduced to any of the other readings either. This
means that we need a mechanism producing reading 7. Now, since reading 2.
is not an inverse reading, we don’t have a similar argument for reading 6.
However, typically a general mechanism that will produce reading 7. will
produce reading 6 as well. This means then, that we have evidence for seven
readings, two more than Lakoff’s theory gives.

THEORY II: Roberts 1987

Such a theory is provided by Roberts’ 1987 theory of scopal and non-scopal
derived predicates. I do not have space to present the details of Roberts’ theory,
but in terms of QR, the theory can be reconstructed as follows:

Let us assume that we have two flavors of QR: QR, moves and creates a
scopal dependency, while QR, moves or does not create a scopal dependency.
In the present framework, this comes down to the following extension of
Lakoff’s theory: As before, we assume that we have only collective NPs. The
two flavors of OR correspond to two quantifying-in rules: as before we have
distributive quantifying-in DOI, but we add to the theory also non-scopal
quantifying-in NQI. Thus, both these rules are available. This gives us indeed
seven readings. Lakoff’s five readings, plus readings 6. and 7.:

6. Ds—Co: quantify in the subject with DQI, after that quantify in the
object with NQI

7. Cs—Do: quantify in the object with DQI, after that quantify in the sub-
ject with NQI ;

In this way, we solve the problem with situation 7.: Roberts’ theory generates
reading 7., hence the truth of (24) in situation 7. no longer relies on inverse
reading 3. There is still a problem: readings 6. and 7., as I argued, are very
easy to get. Yet in a sense, they have a more complicated derivation than the
other readings. Moreover, in this theory now reading 6. becomes an inverse
scope reading. But clearly it is much easier to judge (24) to be true in situation
6., than it is to judge the other inverse scope readings to be true in their
characterizing situations. While not as serious a problem (for one thing, 6. is
the borderline of 2.), there seems to be something unsatisfactory abtut the
situation.

- THEORY III: my proposal

et us now see what the grammar that I have set up in this paper predicts. On

-y theory, non-quantificational NPs can shift their interpretation between
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collective and plural interpretations. The scope mechanism (and the only scope

mechanism) is SQL
This theory produces eight readings:
The scope mechanism SQI brings in four scoped readings. These are exactly

the four scoped readings from Lakoff's theory (which shouldn’t come as a
surprise, since SQI is in essence the same rule as DQI). However, the simplest
derivations are simpler than in Lakoff's theory, because in each case we only

need to invoke the scope mechanism once:

2. Ds(Co): group object in-situ, quantify-in sum subject
3. Do(Cs): group subject in-situ, quantify-in sum object
4. Ds(Do): sum object in-situ, quantify-in sum-subject
5. Do(Ds): sum subject in-situ, quantify-in sum-object

Besides these readings, the theory produces four scopeless readings, readings
that do not invoke the scope mechanism at all, but only use in-situ application:

1. Cs—Co: group subject and group object in-situ
7. Cs—Do: group subject and sum subject in-situ
6. Ds—Co: sum subject and group object in-situ
8. Ds—Do: sum subject and sum object in-situ

For example, for reading 7. we enter first the sum interpretation of four girls
and then the group interpretation of three boys into the scope domain. We get:

Je e *INVITE: Jx e *BOY: |x] =3 A *Ag(e) = T(x) A
Jy e *GIRL: |yl =4 A *Th(e) =y

There is a sum of inviting events with a group of three boys as plural agent
and a sum of four girls as plural theme.

This group of three boys will be the agent of each atomic sub-event, while the
four girls are distributed as themes over the atomic sub-events. Hence this
means:

There is a group of three boys and there are four girls such that for each of
those girls there is an event of that group inviting that girl.

This is equivalent to reading 7.
The interesting case is, of course,
Roberts’ theory, reading 8.:

the one reading that is not produced by

8. Ds—Do: scopeless plural reading:

Je € *INVITE: Ix € *BOY: |x| =3 A *Ag(e) =x A
Jy € *GIRL: |yl =4 A *Th(e) =y
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There is a sum of invitin
g events that has a sum of three b
and a sum of three girls as plural theme. R Pl g

This tells us that every atomic part of e has one of these boys as agent and
everyfatomlc part pf e has one of these girls as theme. In other words every
one o t.hes.e boys invites one (or more) of these girls and every one o,f these
girls is invited by one (or more) of these boys.

This is the cumulative readin

is is | : g (apart from the exactly part, which Scha (1981
builds into the meaning of the cumulative reading, but which is argi;bls ez
matter of conversational implicatures, e.g. Horn (1972), Kadmon (1987)) g

A situation in which 8 is true:

1
u42

\

b—>3
c— >4

inuthis theory, then, in the case of one-place predicates, distributive readings
e; Oilt of ’fhe theory as plural readings. In the case of two-place predicates
g'utrz?b rfgdlngs Cgome In two varieties: scoped plural readings, which are alsc;
istributive readi i ich
Sy adings, and scopeless plural readings, which are cumulative
We can list the followi i
oo cn e following advantages of this theory over the other theories
In the first place, the two natural readi
A ngs 6. and 7. do not rely on inve
Zcope. ”I.’he fact that they are easy to get, can be explained by the fZCt that thres;f3
osnot involve the‘ scope mechanism as all: 6. and 7. are scopeless readings
i econd., cuml%latlve: readings fall out of the theory, and they fall out of the
?r(;ll"y without invoking fhe complicated mechanism of binary quantification
ird, cumulative read.lngs are independent from collective readings. They.
are not reduced to collective reaelings. Hence the theory obeys the collectivity

Criterion.

Fourth, cumulative readings are, like distributi i i
B comuilati plurahtyg' , like distributive readings, non-thematic.
Obviously, this is not a full theory, but only the beginning of a theory, For

~ one thing, I am not dealing in the present paper with the urgent problem of

h
oW to extend the present theory to cumulative readings of other NPs, like

downward entailing NPs, as in (26):

(Landman (1994))

3

(26) At most three boys invited at most four girls.

I d. .
1scuss this and many other aspects of the present framework elsewhere
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9 Cover Readings

There is one more type of reading of sentences like (24) that I have not yet
discussed. These are what Scha (1981) calls second collective readings, and
which have since become known as cover readings or partitive readings. Look

at (27):
(27) Four hundred fire fighters put out twenty fires.

The reading that we are interested in is the reading where the sentence ex-
presses that some groups of fire fighters put out fires, these groups altogether
consist of four hundred fire fighters and altogether twenty fires were put out
by these groups. Theories of cover readings are developed, among others, in
Scha (1981), Verkuyl and van der Does (1991), Gillon (1987), van der Does
(1992), and Schwarzschild (1991). Scha (1981) (and after him Verkuyl and van
der Does (1991)) assumes an interpretation for the NP four hundred fire fighters
which breaks up a group of four hundred fire fighters into subgroups cover-
ing that group. This approach is untenable, because it conflicts with the dis-
tributive scope generalization. If the cover is part of the noun phrase
interpretation, the scope mechanism will predict that when the cover NP is
scoped, the rest of the sentence will take scope dependent on not the indi-
vidual fire fighters but on these subgroups (i.e. the reading will be twenty fires
per group of fire fighters). Since there can be far more than four hundred sub-
groups involved, we predict that the sentence can be true in situations involv-
ing far more than 400 x 20 fires, contradicting the distributive scope
generalization. '

The relevant observation concerning cover interpretations is that they are
closely related to cumulative readings: like cumulative readings, they are plu-
ral, non-thematic readings, and like cumulative readings they are scopeless.
This means that the cover effect should not be regarded as contributed by the
noun phrase interpretations, but rather, like cumulative readings, by the verb
or the predication.

I will extend the theory with cover roles. For simplicity, I will restrict the
models to models where ATOMd = ran (T). In such models cover roles can be
truly roles (otherwise we have to define cover relations). Cover roles will be
non-thematic roles, defined in terms of plural roles. They will be partial func-

tions from sum events into atoms.

Let R be a thematic role.
‘R, the cover role based on R, is the partial function from De into

Dd defined by:
‘Re) = a iff a € ATOM A LI ({{(d) € SUM: d € AT (Re))}) =)

undefined otherwise.

- and the plural agent of the sum of invitin
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To show how this works, suppose the following:
Agle) = T(j 1 b)
Ag(f) = 1( 1 m)
Ag(g) = T(b L1 m)
then: *Ag(e Li f L1 g) = T(j L b) L TG my u T L m)
(Vd): d e AT ("Agle L fLI g))} = j /
={fUb jlUumb !
Hence: LI .({J,(d): de AT(*Ag (e U f LI g)){ =nZJ ({]!Jumb} L m, b L
=jubum=41 G Ub U m) g B o)
Hence ‘Ag (equJg)=T(lebum)

I .
u:tdlisf iS:E.ﬁnet aX su?group of a group o as a group 3 such that L() C Ua). Let
ol thi.s ste o subgroups of group o covers « iff L (L) x e—X} = :L(a)
i agentes?eu’il(s)log , a gfrou}}; @ is the cover agent of sum-event e if the.
a sum of subgroups of o that togeth.
g ogether cover o.
sayrs1 thgtg‘f:g;;nj;lv::v ir;;)}xl/vfrelssume 1a type shifting principle for verbs, which
om n-place s i i ,
to n-place scope domains with a cgver ro(lzgr”)le{:domams AR e

A x. . e e Vi *R(e)=x...} =
Ax,...x...x.fe e Wi Rlie)=x...}

Let us look once more at (24):
(24) Three boys invited four girls.

If we start with the following scope domain:
AyAx{e € *INVITE: ‘Ag(e) =x A “Th(e) =y}

and enter the group obj :
ject and grou i .
the following interpretation: group subject into the scope domain, we get

Ps-Po:
Je € “INVITE: 3 x € *BOY: x| =3 A ‘Ag(e) = Tx) o
Ay € *GIRL: |y] =4 A “Th(e) = T(y)

Working this out, we get:
Jde € *INVITE: 3x e *BOY: ¥ =3 A LI y
“BOY: | = (@) : d e AT (tAg(e))) =
y € *GIRL: ly| =4 A U ({@d) : d e AT (*TI?(Ez))))}}))z ; "

3 Ihel‘e i i iti y

that sum g events is a sum of .
of boys, and the pl SUmm ol groups covering
y plural theme of the sum of inviting events is a sum

’ groups covering that sum of girls.

b
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i inviti ith as plural agent a sum
In other words: there is a sum of inviting events wi
of ;r(())ups of boys (making up three boys in total) and as plural theme a sum
of groups of girls (making up four girls in total). :

We see that cover readings are really analyzed iI:l terms of distribution to
subgroups. A situation where this reading is true is:

Taub) - TAL2)
Tauc)—TB U4

Adding the possibility to shift to cover readings adds five mI())rehreadmgg uto
the theory: basically, for every reading where one of the N s tas e; tgtionp
interpretation, a reading is added where that NP hgs a covelr) in eir%r ) jon.
Following Schwarzschild (1991), we assume that if a € INf : a—th‘(a t.hat -
means that individuals are their own subgroups.. It follows rlom1 is i
*R(e) = x, where x € SUM, then also ‘R(e) = T(x): if, say, the p 1}11rat ager; .
is a sum of individuals x, then those individuals'are s.ubgrou s t 1 CO\;(; e ;
Similarly, if *R(e) = T(x), then also °R(e) = T(x): in this Cas§1 (fg 1fs cov 5 th}é
{T(x)}. This means that all the four scopeless rea41ngs we ? . e dore:b i e
new ones that are added, are in fact, all borderline cases of the ou b
reading,. This suggests an alternative to the theory that I am proposing,

actually reduces the number of readings:
THEORY 1V: Schwarzschild 1991

his theory makes the following assumptions: . :
'I II\SIPS har\?e only group interpretations; 2. Verbs have only an interpretation

as scope domains where all roles are cover roles; 3. The scope mechanism is
DOL

This theory reduces distributivity to scope and cumulativity to clzoverr ::flei;ts:
The theory generates five readings for sentence (24): One. sco%e ess g:
Ps—Po and four scoped readings: Ds(Po); Do(Ps); Ds(Do()),.Do( .s()).'t e

The theory does not generate the other scopeless readl.ngs_ill.ei.. lht el
generate directly collective or cumulative readm'gs. But, in }tl e lig ot 48
above, it doesn’t have to, because those are all spegal cases of the one se giffer-
reading it does generate, the ﬁouble coxtler riadingthgpt;retofrr;l?e I:;):;ents 5

irrelevant in the present context, .

;12):30?112; ng\warzschild (1991) qﬂite closely, and probably also that of Gillon

(1987).
Note that th

e arguments that I brought up against the theories I amri3 rI;tgg
not carry over to theory IV. The readings Ds—-Co and Cs-Do grz I:;t bg:rderline
by the scope mechanism, neither do they haYe to be regar 'Fh o
cases of readings that are generated through inverse scope. They

line cases of the most basic scopeless reading: Ps—Po.
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If it is the number of readings that we’re most interested in, then it is quite
clear that theory IV is the most attractive of the theories I have discussed here:
It generates only five readings, four of which we get just because we have a
scope mechanism; it doesn’t overgenerate like Scha’s theory and all readings
discussed in this paper are special cases of readings generated by theory IV.

In fact, I do not have strong arguments against theory IV, I think it is a very
strong alternative to theory III. I will end this section with some discussior,.

Theory IIT is based on the distinction between two basic kinds of predica-
tion: thematic predication and plural predication. The assumption that there
are collective readings corresponds to the assumption that verbs can directly
express thematic predication to plural arguments. The assumption that there
are plural readings (distributive/ cumulative) corresponds to the assumption
that semantic pluralization is freely available in the verbal domain. Theory IV
argues correctly that the effect of cover readings, or partitivity, as defined
here, is a generalization of both, and hence can replace them in the grammar.
This is technically correct, but has consequences for the overall architecture of
the theory that I find dubious. Rather than making partitivity the center of the
theory of plurality, I suggest that we regard it as a special interpretation strat-
egy of verbs, made available by the connections between different semantic
domains.

The main problem with theory 1V is that the process of generalization, and
the weakening of the readings cannot stop here. Look at (28):

(28) Three boys ate fifteen breads.

The cover interpretation for (28) tells us that there is a cover of these three
boys and a cover of these fifteen breads, and each block of boys eats some
block of breads, while each block of breads gets eaten by some block of boys.
But as is well-known, this is not the only interpretation possible. ‘R is a plural
partition of the verbal arguments into subgroups, but (28) also allows a mass
partition of those arguments that allows a mass interpretation (in (28) the
theme) into sub-mass parcels. On that interpretation we associate groups of
boys with entities that are not roups of breads.

Given the way we have defined ‘R, we can express such mass-partition in
a completely analogous way to plural partition. We assume that we have a
mass domain MASS, which is a part-of structure, and we assume that just as
T and | associate the domain SUMd with the domain ATOMJ, there are two
similar operations p (package) and g (grind) between MASS and ATOMA (for
details, see Landman (1991)). Given this we can define a mass-cover role as:

Let R be a thematic role.
"R, the mass-cover role based on R, is the partial function from De
into Dd defined by:
"R(e) =a iff . € ATOMd A LI ({g(d): d e AT(*R(e))}) = g(a)
undefined otherwise
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